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1. Introduction

While there are certainly good reasons to use aggregate, population-level data to study language variation and change (Eckert 2019), it must be acknowledged that this ‘aggregate approach’ also comes with certain problems and pitfalls, as studies that solely focus on population-level change are not designed to address some important open questions in the study of language change. Moreover, the general lack of attention devoted to the degree of divergence in the linguistic behaviour of (historical) individuals has also left us somewhat “ignorant” in our understanding of variation at the level of the individual (MacKenzie 2019), which is a crucial component of more applied branches of linguistic analysis, such as literary or forensic authorship analysis (Burrows 2002: 282; Coulthard 2004).

However, in recent years, a growing group of historical (socio-)linguists has placed more explicit emphasis on using corpus data to study individual language use (e.g. papers in this volume; Schmid & Mantlik 2015; Feltgen, Fagard & Nadal 2017; Hundt, Mollin & Pfenninger 2017; Petré 2017; Petré & Van de Velde 2018). In two notable studies, Nevalainen et al. (2011) and Baxter and Croft (2016) set out to investigate how individuals behave with respect to morphological and syntactic variation that is diachronically unstable at the population level. Using historical corpus data, Nevalainen et al. document how individual language users ‘participate’ in six different changes as they unfolded over the course of the Early Modern English period, including morpheme replacement (e.g. ye for second person plural was replaced by you) and changes in more abstract structural patterns (e.g. negation). From their study, Nevalainen et al. conclude that, when confronted with the fact that there are “different ways to say the same thing” (Labov 1972: 188), individual language users can either consistently opt for one of the different variants at all times, or they can participate in the variability that is observable in aggregate, population-level language, by actually using both variants in alternation. They furthermore add that the **degree** to which individual language users participate in the variability visible at the population level can be predicted by (i) the type of linguistic change, (ii) the rate of diffusion of the process over time, and (iii) the stage of development the change is in. More specifically, their results indicate that the fraction of individuals that actually engage in variable or ‘mixed’ usage is highest with ongoing changes in abstract structural patterns, which are generally more protracted than simple morpheme replacement processes. Baxter and Croft (2016) subsequently revisit the data set examined in Nevalainen et al. (2011), concluding that there is indeed a correlation between the fraction of mixed-usage and the overall rate of diffusion of the new variable. This correlation, they argue, can be explained by “the interaction of the differential weighting of the variants and the degree of accommodation of the speakers” (Labov 1972: 188).

It is difficult to overestimate the value of these accounts for understanding the relation between the type, stage of development, and pace of linguistic change on the one hand, and the extent to which individuals actually engage in mixed usage (throughout their lifespan) on the other. Yet, an issue that is not explicitly dealt with in these analyses is how such mixed-usage individuals condition the attested grammatical variation, and whether they behave homogeneously in that respect. Such homogeneity – or rather, ‘orderly heterogeneity’ (Weinreich, Labov & Herzog 1968) – is taken for granted: variationist research consistently seems to point out that the constraints or conditions in which the variants are used are **shared** by all individuals in a population or community (MacKenzie 2019: 4; in reference to: Poplack & Tagliamonte 1991; Meyerhoff & Walker 2007; Labov 2012: 265; Tagliamonte 2013). Notably, this is considered to be the case even despite fluctuations in the rate by which individual speakers use one or the other variant.
However, there are non-trivial reasons to believe that, even when a given population consists predominantly (or even entirely) of mixed-usage speakers, this does not necessarily mean the population is entirely or even largely homogeneous in its linguistic behaviour. In diachronic Construction Grammar, diachronic change is often seen as proceeding gradually from context to context, with new structures becoming possible in some contexts before others (Traugott and Trousdale 2013; 'constructional diffusion' in Rutten & van der Wal 2014; Smirnova 2015). As such, different individuals that engage in mixed-usage of old and new variants may still behave fully progressively or conservatively with respect to the precise contexts or conditions in which they find old or new variants appropriate. As a result, there may still be substantial heterogeneity in the linguistic behaviour of what appears to be a homogeneous mixed-usage population: given that each individual speaker is a product of a unique social history (e.g. Johnstone 1996; Eckert 2019), and given that they all receive different inputs that they may process differently (see Dąbrowska this volume), it is also possible that each individual has acquired a different system to condition the use of equivalent structures. This possibility is strongly implied in usage-based theories of language, which model language as a complex adaptive system resulting from individuals' encounters with exemplars (Beckner, Ellis, et al. 2009). As such, usage-based theory indirectly predicts that each individual will be unique in their personal model of their language – that is, their own idiolect.

Although the work on idiolect is still in its infancy, there is increasing evidence of the validity of this prediction. For example, Mollin (2009) and Barlow (2013) investigated the idiolect of UK and US politicians, revealing that the particular combinations of words or parts of speech they used were consistently idiosyncratic, even over time. In writing, it has been shown that even relatively formulaic registers such as business emails can have a large component of individuality in word combinations (Johnson & Wright 2014; Wright 2017). In terms of phonological and grammatical variability, Mackenzie (2019: 2) argues that “individuals can differ in their mental representation of a particular surface structure”, and Dąbrowska (2012; 2018) has found experimental evidence that not all native speakers of a language have precisely the same understanding of even the most common grammatical constructions, such as the passive voice. Furthermore, in diachrony, Schmid and Mantlik (2015) studied the development of the construction [noun BE that] (e.g. the fact is that ...) and discovered how individuality played a role in the evolution of this construction. Finally, major indirect evidence of a substantial element of individuality in language comes from the work in the field of authorship analysis, both for forensic and literary purposes. Thus far, most of the work in this area has shown that the author of an anonymous document can be discovered in a pool of candidates with relatively high degrees of accuracy depending on the amount of data available even by simply using frequencies of words or character sequences (Stamatatos 2009; Grieve 2007). Although these techniques are not transparent in revealing the mechanisms underlying individuality in linguistic production, the fact that it is possible to attribute texts to their authors suggests that the amount of individuality in language is not trivial, and thus it challenges the notion that “individual variation is reduced below the level of linguistic significance” (Labov 2012: 265).

The aim of this paper, then, is to investigate the extent and nature of individuality in how competing variable structures are functionally constrained or conditioned. To this end, we focus on the variable use of two different types of gerunds (i.e. deverbal nominalizations formed with the -ing suffix) that were competing over the same (grammatical) contexts in the 17th century, using two types of multifactorial models that have recently started to gain traction in variationist studies: random forests, and conditional inference trees (Tagliamonte & Baayen 2012; other applications in, e.g., Robinson 2011; Kerz & Wiechmann 2013; Claes 2016; Szmercsanyi et al. 2016). By means of these models, we were able to demonstrate that, while some evident constraints underlying the use of grammatical variants are indeed shared, there still appear to be some subtle, yet non-trivial differences between individuals.

2. The gerund alternation
As pointed out by Nevalainen et al. (2011), the relation between individual usage and the population mean differs between different types of linguistic variation. In principle, a 50-50 distribution of older (conservative) and newer (progressive) variants at the population level can emerge from two types of patterns: the population statistics may either arise from a highly polarized pattern, where 50% of the speakers in the population are consistently conservative or progressive, or we may also observe a centralized population, where all speakers actually participate in mixed usage.

**Figure 1 - Patterns of individual usage, as compared to a 50-50 distribution of progressive and conservative variants at the population mean**

Having examined such patterns for a number of morpho-syntactic variation pairs, Nevalainen et al. (2011) found that a more centralized pattern tends to be more common when the competing variants are (abstract) syntactic constructions. The most centralized pattern with highest fraction of actual variable users was attested with what they termed “the (ing) variable”, illustrated in example (1) to (4).

1. ... as I was betwixt Elstow and Bedford, the temptation was hot upon me to try if I had Faith by *doing of some miracle*; (EMMA, John Bunyan, 1666)
2. ... and revers'd the Laws, establish'd in the Universe, to engage Men to obey those of God, By *doing miracles* so numerous and great (EMMA, Robert Boyle, 1659)
3. So that the *leaving of the word, Altar, out of the Common Prayer booke last established*, and other altera_ions which ... (EMMA, Peter Heylyn, 1636)
4. ... yet the comfort of them extends not to the former, for want of this propriety in them. The *leaving out one word in a Will, may marr the estate and disapoint all a mans hopes*; (EMMA, George Swinnock, 1662)

The constructions exemplified in (1)-(4) – often referred to as ‘gerunds’ – share a number of characteristics. The most obvious similarity between the constructions is that they are all formed by means of the derivational suffix -ing attaching to a verb (that is, *do* in example (1)-(2) and *leave out* in example (3)-(4)). The resulting structure takes largely the same distribution as a noun phrase, serving as a subject (e.g. in examples (3)-(4)), direct object, or prepositional complement (e.g. in examples (1)-(2)) in a larger clause. The constructions vary, however, in their internal structure: in example (1) and (3), the internal structure of the gerund closely resembles that of a typical English noun phrase, with the ‘object’ of *do* and *leave out* occurring as an *of*-phrase. By contrast, the gerund in (2) and (4), does not require an *of*-phrase.

Over the past few decades, a number of studies have been devoted to charting and explaining the emergence and historical development of the latter type of gerund. In a nutshell, it is clear that the two structural manifestations of the gerund are historically related, with the periphrastic *of*-phrase
structure being the ‘older’ variant (Fonteyn 2019). As explained by Fanego (2004) and De Smet (2008; 2013), the first examples of the non-periphrastic (i.e. ‘of-less’) variant emerged in the Middle English period in very specific contexts. Over the course of the Middle and Modern English period, then, this new variant further diffused to different grammatical contexts (Fanego 2004).

Given that this diffusion seems to involve a high fraction of mixed-usage speakers throughout the change (Nevalainen et al. 2011), it is tempting to conclude that slow, gradual changes of abstract syntactic patterns such as the ones affecting the English gerund are essentially changes whereby the behaviour of individual language users aligns with the trends we observe in aggregate language. However, it is important to point out that such conclusions cannot and should not be drawn, as the study by Nevalainen et al. (2011) only considers the overall proportions of the old variants versus its newer competitor for each individual in a larger population. Thus, the question whether (and how) different individuals condition variation is not explicitly treated. This is important because it is not necessarily the case that, for example, every 50-50 distribution emerges from the same underlying conditions. Consider, for instance, two individuals who eat four meals a day: the first individual, Frank, eats a hot breakfast every day, and a hot snack in the afternoon, while his lunches and dinners are cold meals. Now consider another individual, Laura, whose eating habits also involve a 50-50 distribution of hot and cold meals. However, Laura eats a cold meal for breakfast, another cold meal in the afternoon, and a hot dish for lunch and dinner, which means that the times of the day – or, the conditions – on which Frank and Laura eat these hot and cold meals are entirely different.

**Figure 2 - Illustration of deviating underlying conditions leading to the same superficial distribution of two variants**

It is not unthinkable that a similar situation applies to cases of grammatical variation. In particular, it may apply in cases where the diachronic outcome of competition between variants is not a gradual replacement (as is the case for the majority of the variation pairs examined by Nevalainen et al. (2011) and Croft and Baxter (2016)), but a more stable and conditioned co-existence of the variant forms. This appears to be the case for the structural gerund variation: as briefly noted by Croft and Baxter (2016: 163) and Nevalainen et al. (2011: 7), the relative frequency of the gerund with direct object as compared to its periphrastic counterpart seems to stabilize around 80 percent. One explanation that has been offered for the ‘survival’ of periphrastic gerunds suggests that the initially unconditioned alternation pair gradually became conditioned: the new variant gradually came to replace its predecessor in a large number of contexts, while the older variant specialized to a (largely) distinct set of functions (Fonteyn 2019). Thus, rather than a complete replacement, the process is perhaps best characterized as one where the functional competition between the two formal variants very slowly and gradually led to a re-negotiated ‘peace treaty’ between them (see, e.g., Fonteyn (2017; 2019); for a functional-semantic analysis showing in Present-day English there is no longer a true ‘gerund alternation’, see Maekelberge (2017)).

Thus, given the complexity of this development, it would be far too coarse-grained to examine the homo- or heterogeneity of a population of language users based on their general usage-rates of new
and old variants alone; it is only by homing in on the individual, and understanding the conditioning of the variants at that level of granularity, that further complementary insights can be gained. To do so, as shown in the remainder of this paper, we can use a statistical toolkit containing two multifactorial models.

3. Data and methodology

3.1 Corpus, data and method

To investigate individuality in gerund usage, this study relies on data drawn from the corpus of *Early Modern Multiloquent Authors* (EMMA), which is a “large-scale specialized corpus [that] allows us to explore the interaction between the individual and aggregate levels” (Petré et al. 2019: 83). Compared to other historical corpora, the size of the entire corpus is vast (90,000,000 words), making it particularly suitable for any kind of quantitative and statistical analysis.

The present study focuses on writings classified as ‘prose’ or ‘letters’ by authors from the first three generations in the corpus. Within each generation, authors were selected at random, the sole criteria being that the author produced writings in both genres under scrutiny. The number of authors per generation is determined by the frequency of the least frequent outcome variable (which should exceed a minimum of 1,000 tokens). For each of these authors, the total number of gerunds was collected. Because of the vast size of EMMA, a substantial number of tokens was found for each author, the smallest and largest number of observations being 223 for John Flavell and 2,457 for Gilbert Burnet respectively.

<table>
<thead>
<tr>
<th>Generation 1 (1599–1613)</th>
<th>Generation 2 (1621–1627)</th>
<th>Generation 3 (1639–1644)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OF: 344 (46.17%)</td>
<td>OF: 79 (29.15%)</td>
<td>OF: 201 (23.93%)</td>
</tr>
<tr>
<td>Ø: 401 (53.83%)</td>
<td>Ø: 192 (70.85%)</td>
<td>Ø: 639 (76.07%)</td>
</tr>
<tr>
<td>OF: 496 (47.06%)</td>
<td>OF: 91 (23.58%)</td>
<td>OF: 197 (19.64%)</td>
</tr>
<tr>
<td>Ø: 558 (53.83%)</td>
<td>Ø: 295 (76.42%)</td>
<td>Ø: 806 (80.36%)</td>
</tr>
<tr>
<td>104. Fuller, Thomas (1607–1661) / FT1</td>
<td>204. Fox, George (1624–1691) / FG2</td>
<td>310. Behn, Aphra (1640–1669) / BA3</td>
</tr>
<tr>
<td>OF: 172 (38.83%)</td>
<td>OF: 213 (35.80%)</td>
<td>OF: 18 (6.57%)</td>
</tr>
<tr>
<td>Ø: 271 (61.17%)</td>
<td>Ø: 382 (64.20%)</td>
<td>Ø: 256 (93.43%)</td>
</tr>
<tr>
<td>OF: 235 (40.94%)</td>
<td>OF: 79 (13.30%)</td>
<td>OF: 509 (20.72%)</td>
</tr>
<tr>
<td>Ø: 339 (59.06%)</td>
<td>Ø: 515 (86.70%)</td>
<td>Ø: 1948 (79.28%)</td>
</tr>
<tr>
<td>OF: 102 (21.16%)</td>
<td>OF: 55 (17.35%)</td>
<td>OF: 571 (24.02%)</td>
</tr>
<tr>
<td>Ø: 380 (78.84%)</td>
<td>Ø: 262 (82.65%)</td>
<td>Ø: 1806 (75.98%)</td>
</tr>
<tr>
<td>207. Bunyan, John (1628–1688) / BJ2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OF: 401 (51.74%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ø: 374 (48.26%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>208. Flavell, John (1630–1691) / FJ2</td>
<td></td>
<td>Total Generation 1 / G1</td>
</tr>
<tr>
<td>OF: 58 (26.01%)</td>
<td></td>
<td>OF: 1349 (40.90%)</td>
</tr>
<tr>
<td>Ø: 165 (73.99%)</td>
<td></td>
<td>Ø: 1949 (59.10%)</td>
</tr>
<tr>
<td>209. Tillotson, John (1630–1694) / TJ2</td>
<td></td>
<td>Total Generation 2 / G2</td>
</tr>
<tr>
<td>OF: 82 (31.78%)</td>
<td></td>
<td>OF: 1148 (29.98%)</td>
</tr>
<tr>
<td>Ø: 176 (68.22%)</td>
<td></td>
<td>Ø: 2681 (70.02%)</td>
</tr>
</tbody>
</table>
In line with Nevalainen et al. (2011: 13), we consider the analysis of the gerund alternation to be “a binary analysis of the use of of-phrases (...) vs. direct objects”. As such, we distinguished two variants:

- ing-OF: ing-nominals that take an of-phrase (e.g. eating of meat)
- ing-Ø: ing-nominals that take a direct object (e.g. eating meat)

Gerunds that did not have explicit objects (e.g. drinking), or where the of-phrase expressed the subject of the ing-form (e.g. galloping of horses) were discarded. The resulting number of ing-OF and ing-Ø tokens, as well as their relative frequency for each author and each generation, is listed in Table 1. In total, 14,078 gerunds were collected for further statistical analysis.

As indicated in Section 1, the present analysis deviates from earlier studies such as Nevalainen et al. (2011) in that it does not solely offer a comparative picture of the relative frequency of two variables as used by each individual author. Rather, we consider the variation between ing-OF and ing-Ø as the dependent variable in a multifactorial analysis. In other words, it will be investigated whether the ‘choice’ between the two variants can be explained by a number of factors or independent variables (see Section 2.2–2.3). More specifically, the data will be analysed by means of two types of classification or ‘decision tree’ based methods (implemented in R): the conditional inference tree (ctree{party}) and random forest algorithm (cforest{party}).

Both methods operate on a similar principle: confronted with a dataset in which tokens can be coded as either ing-OF or ing-Ø, the models seek to predict whether it is more likely to encounter ing-OF or ing-Ø given a number of predictor categories along which the data set can be partitioned. In doing so, the algorithm recursively works to split the dataset into smaller sets in which variation is optimally reduced. The resulting picture is a recursive (binary) partitioning that resembles a hierarchical tree, where the order of predictor selection reflects the reduction in uncertainty about the dependent variable after seeing a predictor (in ctree and cforest splits are selected based on conditional inference tests (Hothorn, Hornik & Zeileis 2006)). With the conditional inference tree algorithm, a single tree is produced, whereas with the random forest algorithm, multiple inference trees with randomly sampled feature sets are combined into a ‘forest’ (Breiman 2001; Hothorn, Hornik & Zeileis 2006; Strobl, Malley & Tutz 2009), which is a form of bootstrapping that yields a more robust ranking of the importance of predictors, as to counter over-fitting and lead to more generalisable results. In the present study, the number of trees (ntree) is set to 1,000.

The application of random forests – and, to a lesser extent, conditional inference trees – to address (socio-)linguistic research questions is still relatively new. Still, they should be considered important additions to the (historical) socio-linguist’s methodological toolkit, “because random forests work with samples of the predictors, [and therefore] they are especially well applicable to problems with more variables than observations” (Tagliamonte & Baayen 2012: 24; Janitza, Strobl & Boulesteix 2013). As such, the method alleviates a potential problem in historical linguistics, where researchers interested in quantitative and statistical analysis can be confronted with a small number of observations (because of limited data), but have an extensive set of predictors. Relatedly, random forest models have no problems with data sparsity or perfect separation of response classes, which means there is no need to control the number of (and/or levels of) predictors to be considered in the model. Moreover, as illustrated by Tagliamonte and Baayen (2012), the individual language users in the
sample can be included in the model as predictors to quantify the extent to which idiolect helps predict the dependent variable. In their own case study, Tagliamonte and Baayen (2012: 25) found that the variation between was and were in York English was most effectively reduced if the data set was first split by sets of individuals, rather than by gender, level of education, age of the speakers, or any language-internal predictors (Tagliamonte and Baayen 2012: 25). Such a result is indicative of a noteworthy degree of individuality with regard to how variation is grammatically conditioned. In other words, while variation in language may be systematically conditioned by means of social and grammatical conditions, it is possible that individuals do not apply the entire range of conditions to the same extent.

To investigate how individuals behave with respect to language internal factors to condition variation, it is interesting to model the data by means of a single conditional inference tree as well. Random forests are often discussed in combination with conditional inference trees. The reason for this is that random forests are superior for statistical prediction and classification, but are very difficult to interpret, as they provide no insight into “how the predictors evaluated by the random forest work together” (Tagliamonte and Baayen 2012: 26). Conditional inference trees, by contrast, constitute a very visual means of examining how predictors combine, yielding ‘branches’ that can be interpreted as ‘if… then…’-statements. This aspect of conditional inference trees is particularly important in our case, because our aim is not only to estimate the amount of variation explainable by the authors’ idiolect, but also to test the hypothesis that this variation is due to different and personalised choices in the use of gerunds. Still, we have been very careful to consider the risks associated with the two types of models. We wish to clarify that we are well aware that conditional inference trees are not “representative trees” of a random forest (Gries 2019: 24–25), and we by no means consider the conditional inference trees generated to be a summary representation of a complementary random forest. Instead, we take them to be a supplementary method that can provide additional (but separate) insight into how the data can be partitioned (for each author) given a number of suggested predictors.

3.2 Language internal factors

3.2.1 Determiner

As explained in Section 2, the progressive variant ing-Ø did not emerge and become incrementally more frequent in all possible contexts simultaneously. Rather, it emerged in one type of context, and subsequently went through a lengthy diachronic process in which the conditions constraining its occurrence became more flexible. After closely examining diffusion of ing-Ø, Fanego (2004:50) concludes that its diffusion abided by two linguistic hierarchies.

The first hierarchy is the “hierarchy of relative nominality” (Fanego 2004: 38), which involves the type of determiner used in combination with the ing-nominal. Fanego explains that ing-Ø first emerged through reanalysis in determinerless contexts before spreading to contexts with a determiner. Fanego (2004: 38) then further subdivides contexts with a determiner into two types: “one where the determiner is a possessive, as in his signing of the contract (…), and one where it is an article, usually definite, as in the signing of the contract”. Determiner use will be considered as an independent variable in the model to investigate whether and how determiner use helps condition the use of ing-OF and ing-Ø in our data set. The predictor levels, exemplified in Table 2, include the definite article (the), a possessive (e.g. my, his, their), and determinerless or ‘bare’ gerunds (the three main categories discussed by Fanego (2004), and four less frequent determiner types (i.e. demonstratives, indefinite articles, quantifiers such as every, and no).

<table>
<thead>
<tr>
<th>det</th>
<th>ing-OF</th>
<th>ing-Ø</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Vices, like young Trees, the longer they are let grow, the greater difficulty there is in felling of them; (Roger Boyle, 1648)

… they enlarge the Orifice and increase the number, and take delight in torturing the poor Patient, whom they have in Cure. (Peter Heylyn, 1643)

… which were represented and commemorated in their eating of that bread and drinking of that cup. (John Tillotson, 1683)

Besides, this glorious Majesty is himself present to behold his Worshippers in their worshiping him. (John Bunyan, 1679)

… not only in the stopping of the Play, but in the hanging up of the Poets. (John Dryden, 1683)

Nor are you happier in the relating or the moralizing your fable. (John Milton, 1660)

But how will you justify introducing of God’s Name only (like a Fool in a Play) to make the Company laugh (Robert Boyle, 1648)

Now if this Hat - Honour and shewing the bare Head be an Invention of man (George Fox, 1677)

… it is rather a soiling then a fulfilling of marriage-rites (John Milton, 1643)

thou wert thereby kept from a further shedding the blood of thy soul (George Swinnock, 1659)

he primitive Church and Christians used to bow at every mentioninge of the name Iesus (William Prynne, 1636)

though Satan’s Messengers have told you, there is no hearing his Voice now-a-days (George Fox, 1673)

Table 2 - levels of categorical predictor determiner (det)

3.2.2 Function
Besides the hierarchy of relative nominality, Fanego (2004:50) also uncovered a ‘hierarchy of grammatical relations’, explaining that ing-Ø “became available first as prepositional adverbials and oblique complements, then as core complements internal to VP, and last of all as subjects”. In this study, we distinguished gerunds functioning as subjects, direct objects, subject complements, and prepositional complements (Table 3).

The ‘grammatical relation’ that contains by far the largest number of observations in our data set is that of prepositional complements. It is important to note here that prepositional complements can hardly be considered a homogeneous group, as different prepositions have started to ‘allow’ ing-Ø at different rates (De Smet 2008; 2013). Thus, rather than distinguishing only one level of ‘prepositional uses’, we distinguished six levels. The four most frequent prepositions – that is, in, by, for and of – are considered in four separate levels. The remaining prepositions were grouped according to whether they were the complement of a temporal preposition (e.g. after, before, since) or any other preposition (e.g. from, through, without).

The ‘grammatical relation’ that contains by far the largest number of observations in our data set is that of prepositional complements. It is important to note here that prepositional complements can hardly be considered a homogeneous group, as different prepositions have started to ‘allow’ ing-Ø at different rates (De Smet 2008; 2013). Thus, rather than distinguishing only one level of ‘prepositional uses’, we distinguished six levels. The four most frequent prepositions – that is, in, by, for and of – are considered in four separate levels. The remaining prepositions were grouped according to whether they were the complement of a temporal preposition (e.g. after, before, since) or any other preposition (e.g. from, through, without).
Table 3 - levels of categorical predictor function (func)

<table>
<thead>
<tr>
<th>verb_type</th>
<th>ing-OF</th>
<th>ing-Ø</th>
</tr>
</thead>
<tbody>
<tr>
<td>lexical</td>
<td>Do you not know that he may refuse to Elect who he will, without abusing of them? (John Bunyan, 1674)</td>
<td>... others make them groan, by abusing them to sin, and subjecting them to their lusts. (John Flavell, 1669)</td>
</tr>
<tr>
<td>light</td>
<td>Else how can that Assembly say AMEN at their Prayer or giving of thanks? (John Bunyan, 1683)</td>
<td>you are not in a Capacity then of Praying or giving Thanks, but of ... Damning and Murdering (George Fox, 1674)</td>
</tr>
<tr>
<td>have</td>
<td>he had almost nothing left remaining to him, but the empty title, the having of a Sword carried before him, and some other outward pomps of Court (Peter Heylyn, 1647)</td>
<td>he will take care for his Heritage, whether that murmuring complaining mind against Poor People of having so many Children (George Fox, 1683)</td>
</tr>
</tbody>
</table>

3.2.3 verb type

Finally, it has been argued that in Modern English, certain verbs types were more likely to occur as ing-Ø (Fonteyn 2019: 162). This is particularly the case for highly frequent verbs such as have, and light verbs (do, take, make, give, etc. (Huddleston & Pullum 2002: 290–296)). We distinguished three levels of verb types – possessive have, light verbs, and lexical verbs (Table 4).
3.3 Language external factors

3.3.3 Individual
To account for the individuality of the authors, a categorical independent variable with 19 levels was added to the model. This allows the measurement of the variance explained by individuality as a whole, but also the extent to which this factor helps predict whether ing-OF or ing-Ø is chosen while other language-internal and external factors are controlled for. Furthermore, any interactions found in the conditional inference tree involving the predictor author may reveal idiosyncratic differences between (subsets of) authors.

3.3.1 Age and generation
In any study that wishes to scrutinize the language of individuals, it is crucial to also consider some higher-order sociolinguistic variables to determine whether particular grammatical choices are either truly individualized, or more accurately captured by means of larger (socio-linguistic) generalizations. At present, very little is known regarding any sociolinguistic variation in gerund usage in the 17th century, and hence it is difficult to determine which factors are worth considering in the multifactorial model. Furthermore, the overall social diversity of the authors included in this study is quite limited, which adds some constraints to the types of sociolinguistic predictors that can be considered. However, there are two higher-order sociolinguistic factors that could potentially improve the predictive power of the multifactorial models and warrant further investigation.

First, it is interesting to investigate whether any generalizations can be made with respect to the generation of the author. As indicated in Section 3.1, the present data set includes the written output of author from three different generations (as defined in EMMA). As such, the multifactorial model includes a categorical predictor generation with three levels, which indicate whether the author has been born between 1599 and 1613 (G1), between 1621 and 1627 (G2), or between 1639 and 1644 (G3). The inclusion of generation as a predictor helps determine the predictive strength of an author’s year (or decade) of birth in determining the grammatical choices the author makes with respect to the ongoing syntactic change. In parallel, to control for lifespan change, it is also worth considering the age of the author at the time the observations in the data set were uttered. It warrants a brief note that the predictor age added in the model set out in Section 4 is numeric rather than categorical. Still, because the models adopted in this study only work with categorical binary splits, age is discretized automatically by the models (e.g. utterance produced by authors under 36 vs. over 36 years of age; cf. Tagliamonte and Baayen 2012: 167).

3.3.2 Genre
Finally, the genre of the text in which the gerund was also added as an independent variable. The importance of taking the context of production into account in sociolinguistic studies has been a concern of traditional variational sociolinguistics, where this type of variation was called *style variation* and was mainly measured as the attention paid to speech (Labov 1995) or as the type of interaction between speaker and hearer (Bell 1984). However, the importance of the context of situation in linguistic production, especially for written language, has not been explored in detail. Yet, extensive empirical evidence has been found, both synchronically (Biber 1988; 1995; 2012) and diachronically (Biber & Finegan 1989; Biber & Gray 2013), that *genre* (or *register*) variation is a very strong predictor of lexicogrammatical variation. Such evidence is also compatible with cognitive and exemplar-based theories of language, which predict that each linguistic construction will also contain associations with the context in which it has been encountered (Bybee 2010).

In EMMA, genre is modelled using three levels: text form, prototypical text category, and genre labels. The latter, the most detailed category, contains 18 general genre categories and each category has further differentiation in sub-genres (Petré et al. 2019). For our study, we focused on the two genres
with the largest amount of available data: (argumentative or descriptive) prose and letters. These two genre categories are also useful because the communicative situation of a typical letter greatly differs from the communicative situation of a typical piece of prose (for example for being addressed to a person as opposed to an unenumerated recipient, and for being less likely to be carefully edited). However, note that the genre labels in EMMA were not assigned on the basis of an analysis of communicative situations and therefore we cannot exclude that some of the texts labelled as ‘letters’ were indeed produced as pieces of prose but observing the genre conventions of a letter.

4. Results

4.1 General random forest and conditional inference tree

The results of a random forest analysis are most commonly presented as a ranked list indicating the variable importance of the independent factors. The standard way of assessing variable importance of predictors in cforest follows the permutation principle of the ‘mean decrease in accuracy’. However, the performance standard variable importance measure has been shown to be problematic when applied to models trained on unbalanced datasets where the class memberships of the dependent variable are not equally distributed (Janitza, Strobl & Boulesteix 2013). Given that the class distribution of the dependent variables in the present data set is roughly 30-70 (OF-Ø), the measure implemented here is a more robust variable importance measure (Varimp_AUC{party}), for which the importance of each variable is calculated based on the Area Under the Curve (AUC). In a nutshell, the AUC represents an estimation of the probability that a randomly chosen observation from the response class ing-OF receives a higher probability for ing-OF than a randomly chosen observation from the response class ing-Ø. An AUC value of 1 indicates that the predictors in the model perfectly help classify the observations in the response class (OF or Ø), whereas a value of 0.5 indicates that in about half of the cases the model makes a wrong prediction for a randomly chosen observation. More formally, the variable importance (VI) of predictor \( j \) is computed as the average difference in AUC values when \( j \) is present or not \((j)\) across all trees (N) the random forest comprises:

\[
VI_j^{(AUC)} = \frac{1}{N} \sum_{n=1}^{N} (AUC_n - AUC_{n+j})
\]

The results of the AUC-based Variable Importance ranking are presented in Figure 3. What these figures reveal is that a language internal factor, determiner use \((\text{det})\), is by far the most important predictor when it comes to variation between ing-OF and ing-Ø in the 17th century. Other language internal factors, such as the function the gerund serves in the larger clause \( (\text{func}) \) and the type of verb with which the gerund is formed \( (\text{verb_type}) \), rank third and sixth respectively. Turning to the variable importance of the language-external factors, it is interesting to observe that the predictor \( \text{author} \) surpasses predictors such as \( \text{generation} \) and \( \text{age} \), which are indeed tied to the individual, but aim to capture larger (sociolinguistic) generalizations. The finding that the predictor \( \text{genre} \) ranks last in terms of importance is remarkable, because grammatical variation tends to be substantially affected by variations in situational constraints. Yet, this result can be easily explained if indeed a considerable number of the letters in EMMA are very similar situationally speaking to prose, for example because they were written with the ultimate purpose of being published for an unenumerated audience. Overall, then, the variable importance of author shows that there is variability in the extent to which authors from the same generation or of the same age opt for ing-OF or ing-Ø in particular (grammatical) contexts.
It should be noted here that the results of the random forest analysis give virtually no insight into which particular binary splits are made at what level in the 1,000 inference trees the random forest comprises. Furthermore, the results in Figure 3 are indeed indicative of individual variance, but they do not reveal anything about the direction of prediction or the interaction between predictors. To gain such insights, as explained in Section 3.1, a conditional inference tree can be grown. Generally speaking, random forests are better at capturing the relative explanatory power of each of the factors. This ‘superiority’ of random forest models is quite often illustrated by a large difference in classification accuracy between the single tree inference method and the random forest model (cf. Tagliamonte & Baayen 2012; Kerz & Wiechmann 2013; Szmrecsanyi et al. 2016). In the present case, however, the difference in performance between the single conditional inference tree and the random forest appears negligibly small. Both models were both trained on the same random data sample (75%) and subsequently applied to a test set (25%) to calculate the models’ Area under the Receiver Operating Characteristic (ROC) curve, accuracy (ratio of correctly predicted observations as ing-Ø or ing-Ø to the total observations), and F1-score (the weighted average of the model’s precision, i.e. the ratio of correctly predicted ing-Ø observations to the total predicted ing-Ø observations, and recall, i.e. the ratio of correctly predicted ing-Ø observations to all observations of ing-Ø):

<table>
<thead>
<tr>
<th></th>
<th>cforest</th>
<th>ctree</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Area under the curve</strong></td>
<td>0.8084</td>
<td>0.8037</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>0.8588068</td>
<td>0.8511364</td>
</tr>
<tr>
<td><strong>F1-score</strong></td>
<td>0.7346503</td>
<td>0.7247899</td>
</tr>
</tbody>
</table>

Table 5 - Model fits

In total, the conditional inference tree algorithm produced a model with 39 recursive binary splits (9 levels, 79 nodes), in which all predictors occur at least once. A simplified version of the conditional inference tree (with the number of partitioning levels limited to 4) is presented in Figure 4. In line with the relative importance of determiner use yielded by the random forest algorithm, the data was first partitioned according to whether or not a particular set of determiners was used, with gerunds
preceded by (in)definite articles, demonstratives, quantifiers, and no being separated from bare and possessive gerunds.

Figure 4 - Conditional inference tree model with number of split levels set to 4.

The splits at subsequent levels, then, represent further sub-partitionings of the data set after the previous split has been made. Consider, for instance, the subsection of the conditional inference tree singled out in Figure 5. The group bare and possessive gerunds (split made in Node 1) are further subdivided (Node 17) into those bare and possessive gerunds that function as the complement of a preposition and those that have more ‘core’ syntactic functions (i.e. subject, direct object, etc.). Within the group of bare and possessive gerunds in core functions (Node 18), then, the variation between ing-OF and ing-Ø is best explained by partitioning the data into tokens produced by John Bunyan, John Flavell, Thomas Fuller, Peter Heylyn and William Prynne versus all other authors, as the former group appears to be significantly more likely to use ing-OF under the conditions determined in earlier splits. The remaining set of authors (including all third-generation authors, but also second- and first-generation authors such as Robert Boyle and Jeremy Taylor) are significantly more likely to opt for ing-Ø in those contexts, particularly when the gerund is preceded by a possessive (Node 19).
4.2 Author-specific conditional inference trees

What is interesting about tree branches such as the one highlighted in Figure 5 is that they aid in highlighting how language-external factors and language-internal factors work together. As such, conditional inference trees allow us to examine in which respects all authors behave more or less homogeneously, but also where the grammatical choices of certain (subsets of) authors significantly deviate. To illustrate this, we can home in on some specific interaction effects to show how the idiolect of particular authors emerges as a function of the number of grammatical choices that they make. Following the interactions that shape the branch comprising of Node 1, 17, and 18, we can deduce that when a gerund without determiner which functions as the subject of the larger clause is used, John Bunyan is significantly more likely to use ing-OF than Robert Boyle. The difference between these two authors can be seen in the examples in Table 6, as well as in the two conditional inference trees in Figure 6, which have been grown following the same procedure described above but isolating only these two authors.

Figure 5 - Branch of Figure 4 (including Node 1, 15, 16 and 17).
These author-specific conditional inference trees are helpful in visualising the power of this method for research on individuality in language. For example, it is evident from Figure 6 above that, given the same context of a bare determiner in a subject position, Bunyan and Boyle behave very differently: the probability of encountering ing-OF in this context is much higher for Bunyan than for Boyle. Other things that can be deduced are, for example, that func is a more important decision factor for Bunyan than for Boyle, and that verb_type significantly helps predict the variation for Boyle (when the gerund is preceded by the, a, that or this) but not for Bunyan. Moreover, because the variable age was also incorporated in the individualized trees, we can also highlight that John Bunyan took a retrograde turn to the conservative variant: in his later writings, Bunyan is more likely to use ing-OF following a possessive (Figure 6 - Node 5) and in bare prepositional complements, thus extending his general proneness to opt for ing-OF to a wider range of contexts.

Finally, it is also worth commenting on differences in the overall complexity or level of detail of the individualized trees of all authors. Some data sets, regardless of their size, simply require a smaller number of splits or a smaller range of predictors to effectively reduce variation. Figure 7 illustrates the individualized trees for two authors from the same generation, William Penn and Gilbert Burnett, who each contributed a large number of observations to the data set (2,377 and 2,457 tokens respectively).
The tree grown from William Penn’s contributions comprises 11 nodes that solely involve binary splits according to determiner and function, whereas Gilbert Burnett’s tree comprises 21 nodes involving splits by determiner, function and genre as well as some age effects (both retrograde and progressive).

4.3 Comparison of variable importance across author-specific models
As a final point of inquiry, a random forest (of 1,000 trees) was grown for each individual author. Whereas the general models summarised in Figure 3 and 4 present an aggregated picture of the factors associated with the use of ing-OF and ing-Ø for the whole set of authors, this analysis offers a comparison between each author’s deducted partitioning models. The results of the individualized random forests are again presented as ranked lists of the independent variables included in the model according to their importance in predicting the variation between ing-OF and ing-Ø. However, to attain a detailed comparison between these author-specific models, the variable importance for the individualized random forests was calculated for each level of the categorical predictors. Note that the individualized random forests have AUC values that range from poor (between 0.65 and 0.70 for Aphra Behn, Gilbert Burnet and George Swinnock) to fair (between 0.77 and 0.79 for John Tillotson and Roger Boyle) to good (between 0.80 and 0.82 for the remaining 14 authors). Poor model fits are not due to issues of data quantity, but rather indicate that the proposed set of combined predictors is not optimally associated with the dependent variable for a small minority of authors.

Because importance scores cannot be compared across models in terms of their absolute value (Strobl, Malley & Tutz 2009: 336), Figure 8 presents each level (23 levels in total) in terms of its relative position in the variable importance ranking for each author (with 1 being the highest importance rank). With these individualized variable importance rankings, we can determine which particular predictor levels are (most) associated with the choice between ing-OF and ing-Ø for each individual author. If the importance score indicated that the level did not contribute to predicting the observed variation (yielding a value below or equal to 0), its rank was set to 23 (last).

From these individualized rankings, a number of observations can be made. For all authors except Aphra Behn (BA3) and Roger Boyle (BRG2), there appears to be some predictive power associated with age, suggesting that it may be worth investigating lifespan change in gerund usage. The other levels in the rankings in Figure 8 can be interpreted differently, as they represent very specific grammatical contexts that are associated with either ing-OF or ing-Ø. What can be deduced from the rankings is that, for all authors, either the or bare is ranked first or second. As such, it appears that these two contexts constitute a shared grammatical constraint that is strongly associated with the two types of gerunds.
Yet, at the lower ranks, the author-specific models become more idiosyncratic: whether or not the gerund functions as a prepositional complement of of is ranked third in importance for only 58% of all authors, and similarities between authors drop to under 21% at all subsequent ranks. Furthermore, the individualized rankings again appear to differ in range and complexity (cf. Section 4.2): the model of John Tillotson (TJ2), for example, ranks only 8 levels (excluding age), whereas the model of his contemporary Roger Boyle (BRG2) ranks 16 levels. As a result, despite the fact that all models are similar at the highest ranks, none of the 19 author-specific models is identical in either the order or the range of ranked levels.

5. Discussion
The so-called 'gerund alternation', where speakers either opt for ing-OF (e.g. kissing of frogs) or ing-Ø (e.g. kissing frogs), is an interesting case to scrutinize, as earlier research already classified the diachronically unstable variation pair as one where the mixed linguistic output of individual language users generally centres around the population mean (Nevalainen et al. 2011; Baxter and Croft 2016). However, by examining the use of the two structural variants of the English gerund in the 17th century, this study demonstrated that there can still be heterogeneity within such a centralized population: individuals seem to have different systems to condition the variation they observe. Thus, our findings challenge the common belief that all constraints on grammatical variation are shared by all individuals in a community. Further probing into the extent of individuality, it is interesting to observe that the general random forest (and conditional inference tree) presented in Section 4.1 indicated that the predictive power of individuality (author) surpasses that of other, more coarse-grained language-external factors tied to the individual, such as age or generation. Thus, the results seem to challenge the general practice of considering social and speech communities as a whole as the most important unit of analysis. Of course, some caution is necessary in treating the implications of these findings, as it is possible that relative importance of individuality can be explained by (one or multiple) latent social factors not included in the model. However, since we can infer that all authors are broadly comparable in terms of their level of education and social class based on their professions (Petré et al. 2019: 89), it is...
plausible to assume that the variance explained by the factor author is indeed capturing idiolectal differences.

In light of the model of language proposed by usage-based theories, these results can be explained by the fact that different individuals can come across different exemplars, and consequently will build slightly different cognitive (rather than or alongside social) models of a construction. Although conditional inference trees are a statistical and descriptive tool, the author-specific models as built in Section 4.2 – assuming that the most important predictors have been captured – can therefore also tentatively be interpreted as an approximation to their cognitive decision model, which should broadly reflect the exemplars that they have encountered. The findings presented in Section 4.3 also suggested that authors vary in terms of which contexts appear to matter most to them in deciding between ing-OF and ing-Ø. In sum, because these author-specific models are all different from each other in terms of order and breadth, it is not unreasonable to suggest that the authors under investigation appear to have had different understandings of the unstable gerund variable.

Yet, at the same time, there are clearly some generalizations that can be made across all authors in the sample. The results of Section 4.3 demonstrate that, for all authors, two contexts related to determiner use (the and bare) play the most important roles in the decision between the two types of gerund, which corroborates the results of the general models (Figure 3 and Figure 4) where det was found to be a stronger predictor than author. Overall, then, the picture emerging from these results is a complex one, which reveals that individuals appear to have idiosyncratic models of variation, but still behave homogeneously with regard to a select number of grammatical contexts. This complexity is due to the fact that the variety of analyses presented here do not only provide a measurement of the extent and importance of individual variance; they also allowed us to probe the locus of this individual variance. Whereas the most important language-internal conditions in which either ing-OF or ing-Ø is more likely to appear are adopted by (and shared between) all authors, the observed inter-individual variation emerges at lower levels of importance, and in the rank of ranked levels.

It is interesting to note here that these findings regarding the extent and locus of individuality are consistent with – but also help to explain – what we currently know about idiolect. Within forensic linguistics, casework and research have revealed how individuals can be distinguished from each other at fine levels of detail, such as the frequency of use of function words or combinations of words that might be very rare at the community level. One of the most significant problems in forensic linguistics – and in particular in computational authorship analysis – is that there is no full explanation for this finding. However, the methods and analyses presented here suggest a plausible hypothesis: the fluctuation in simple relative frequencies are largely predictable and ultimately depend on each individual’s model of the variation, which is constituted by each individual’s decision model. Thus, for gerunds, two authors’ differences in the relative frequency with which they use ing-OF or ing-Ø can be explained by the different contexts in which they use them. Furthermore, our findings also suggest that, even if two authors select ing-OF or ing-Ø with (roughly) the same probability, they could have arrived at these distributions following different paths made by their personalised set of choices. These results are therefore compatible and lend evidence to Coulthard’s (2004) hypothesis that an idiolect emerges from the co-selection of different options, which, in the present case, is constituted by the grammatical choices used as predictors in our models.

In sum, then, this study has offered further insight into “the extent and nature of individual variance for linguistic features at all levels of grammar” (Tagliamonte and Baayen 2012: 24) by providing further evidence that the generalizations, or rules of utterance production, “that individual members of the community have acquired” may differ between individuals within the same community (Dąbrowska this volume). More specifically, what has been added to previous inquiries into the relation between individual language use and population-level language change is that, even within centralized or seemingly homogeneous populations, there can still be (subtle) heterogeneity in how individuals
model grammatical variation with respect to specific (combinations of) conditions. Besides advancing our understanding of individuality in language, then, these results also offer a number of testable predictions and reveal some directions of further research. For example, the relative importance of age for different authors can be investigated further in a more developed socio-linguistic analysis, in order to offer an explanation for the presence or absence of (retrograde or progressive) age effects in specific conditions (cf. Anthonissen this volume). Furthermore, future research should investigate the extent to which the models of grammatical variation obtained by conditional inference trees are cognitively realistic using modern speakers and experimental settings, and conclusive evidence that the idiolectal effect in frequency of use is dependent on these cognitive models of grammatical variation can be tested by revisiting data from previous research in computational authorship analysis. At the same time, it may also be valuable to authorship attribution research to use the proposed tree-based methods with author as the dependent variable, to further pursue which (combination of) grammatical features perform best in distinguishing the writings of individual authors. Finally, in order to further improve explanatory accounts of idiolectal grammar, it is worth investigating why there is more or less inter-individual variation with regard to particular features and contexts/constraints in syntactic variation. Certainly, the degree to which individuals are unique in their own version of their grammar – and why individuals can be unique in that respect – is an understudied area of linguistics, and further steps need to be undertaken to arrive at a well-rounded answer to these questions.
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